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Abstract 

Gene selection is a key research issue in molecular cancer classification and identification of cancer biomarkers using microarray 

data. Support vector machine recursive feature elimination (SVM-RFE) is a well known algorithm for this purpose. In this study, a 

novel gene selection algorithm is proposed to enhance the SVM-RFE method. The proposed approach is designed to use the 

combination of SVM-RFE and genetic algorithm (GA). The performance of the proposed model is validated on a binary and a multi-

category microarray gene expression datasets. The results show that the proposed gene selection method is able to elevate the 
performance of SVM-RFE, which extracts much less number of informative genes and achieves highest classification accuracy. 

Keywords: cancer classification, gene selection, support vector machine recursive feature elimination (SVM-RFE), genetic algorithm (GA), 

microarray data 
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1 Introduction 

 
Recent advances in cancer genomic would provide 

opportunities for personalized cancer medicine [1]. 

Cancer is a systemic and complex disease with highly 

heterogeneity, which remains a key obstacle for accurate 

diagnosis and treatment of cancers. There exist different 

pathways between patients with tumours, and it is prone 

to over-treatment or ineffective treatment of the patients 

if the same type of treatment is used to treat a certain type 

of cancer. One typical example is the anti-cancer drug 

Trastuzumab, which is an antibody that interferes with 

the human epidermal growth factor (HER2) receptor, and 

is only effective in patients that HER2 is over-expressed 

[2]. At the same time, personalized cancer medicine 

underlines the need for molecular classification of 

tumours and identification of reliable tumour biomarkers 

to predict tumour subtypes.  

Nowadays high throughput technologies such as 

microarray technology allow for monitoring of thousands 

of gene expression values simultaneously, and have been 

successfully conducted in molecular classification of 

tumours and identification of tumour biomarkers [3]. 

However, the sample size of microarray data is typically 

small (less than 100), and the number of genes is large 

(generally more than 10,000). The key issue that needs to 

be addressed is to select a smaller number of informative 

genes from the thousands of genes measured in 

microarray, which are subsequently used to accurately 

classify tumour samples [4, 5].  

Support vector machine recursive feature elimination 

(SVM-RFE) is a well known algorithm for this purpose 

proposed by Guyon et al. [6]. SVM-RFE algorithm has 

recently attracted many researchers since it can obtain 

satisfactory results with microarray gene expression data 

[5, 7-11]. This paper proposes a novel SVM-RFE based 

gene selection algorithm by combining a genetic 

algorithm (GA) with SVM-RFE criteria. The proposed 

method, which is referred to as SVM-RFE/GA, can be 

divided into two stages: in the first stage, a ranking list 

for the original gene set is yielded by SVM-RFE criteria, 

and top n  ranking genes are retained as “candidate gene 

set”; in the second stage, a genetic algorithm is applied 

on the candidate gene set, in order to search an optimal 

minimum gene set. Experimental results demonstrate the 

feasibility and effectiveness of the proposed method. 

Section 2 describes SVM-RFE and GA methods, and 

gives a detailed description of the SVM-RFE/GA model. 

Section 3 demonstrates the experimental results. Section 

4 analyses and discusses the results. Section 5 concludes 

this work. 

 

2 Method 

 

2.1 SVM-RFE 

 

Support vector machine (SVM) is a superior 

classification model for sparse classification problems 

such as microarray gene expression data. Due to the high 

dimensionality of feature space in microarray data, linear 

SVM is adopted in this work. For a liner SVM, the 

margin width is defined as: 
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arg 2 /m in width w , (2) 

where n  is the number of support vectors. 

SVM-RFE is a type of embedded gene selection 

method [4]. SVM-RFE is a backward elimination 

procedure, which iteratively removes each feature, which 

is of the least importance to the SVM classifier. The 

objective function J  in SVM-RFE is: 

2
(1/ 2)J w . (3) 

The Optimal Brain Damage (OBD) algorithm [12] 

approximates the change in J caused by removing each 

feature by expanding J in Taylor series to second order: 

2
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The first order can be neglected at the optimum of J, 

and the second order becomes 

2( ) ( )iJ i w   . (5) 

The change in weight 
i iw w   correlates with 

removing i th feature from the classifier, so 2( )iw  is used 

as the ranking criterion in SVM-RFE. The feature with 

the smallest 2( )iw  is eliminated since it has the smallest 

effect on classifier. 

The detail of SVM-RFE algorithm is described as 

follows: 

Inputs: initial gene set  1;2;...I n , ranked gene set 

 O  . 

While ( I  is not null) 

Train the linear SVM classifier 

Calculate the ranking criteria 
2( )i ir w  for all genes in I . 

Choose the gene with the smallest ranking score: 

 arg min ig r  

Update ranked gene set O  and I : O O g  , I I g   

End While 

Output: ranked gene set O  

 

2.2 GENETIC ALGORITHM 

 

Genetic algorithms (GA) [13-15] is a type of wrapper 

gene selection method, which is based on the principle of 

natural selection and genetics. GA is a globally adaptive 

probabilistic search algorithm, drawing on the biological 

mechanisms of fittest evolution and natural selection, and 

the genetic mechanisms of recombination and mutation. 

GA starts from an initial solution of randomly generated 

population, and the population contains a certain number 

of encoded individuals. Based on the principle of survival 

of the fittest, the evolution of each generation would 

produce more and better approximate solutions. In each 

generation, each individual is evaluated by the fitness 

function in the solution domain. The more fit individuals 

are retained and then modified with genetic operators of 

crossover and mutation, producing a new population 

representative of the new solution sets. This process loop 

is executed until a predetermined termination condition 

has been reached. 

The main components of our GA are described as 

follows. 

 

Representation of individual. Each individual is encoded 

by a N -bit binary vector, where N  is the size of 

genetic space. The bit “1” represents a selected gene, and 

the bit “0” means the opposite. 

Fitness Function. Each individual is evaluated by a 

support vector machines (SVM) classifier, i.e., SMO 

classifier in WEKA [16].GA is designed to minimize the 

classification error rate. 

Genetic Operators. The genetic operations are performed 

by Roulette wheel selection, single-point crossover, and 

bit flip mutation. 

 

2.3 THE SVM-RFE/GA MODEL 

 

Among the thousands of genes detected by microarray 

technology, there exist four categories of genes for cancer 

classification [10]: (1) informative genes, which are 

important for cancer classification and may play a 

significant role in tumour development; (2) redundant 

genes, which may be related with cancer and function 

similarly to informative genes but they are not so 

significant for cancer classification; (3) irrelevant genes, 

which have no influence on cancer classification and are 

irrelevant to cancer; and (4) noisy genes, which have 

negative effects and their existence may decrease cancer 

classification performance. The gene selection methods 

are developed to obtain the first class while removing the 

next three classes of genes. 

SVM-RFE eliminates “worst” gene at each step, 

generating a ranking for the genes based on their 

“importance” to the classifier. SVM-RFE has achieved an 

outstanding performance in cancer classification. 

However, it ignores the interaction between the genes. A 

two-stage strategy is proposed to overcome this 

deficiency. In the first stage, SVM-RFE is applied on the 

initial gene sets to generate ranking for the genes, and top 

n  ranking genes are kept as “candidate gene set”. The 

first stage is considered as a prefiltering process, which is 

designed to remove redundant, irrelevant and noisy genes 

while retaining informative genes. In the second stage, 

since the genes in the candidate gene set may highly 

correlate with each other, a genetic algorithm is utilized 

to search an optimal minimum gene set in the solution 

space. 

Based on the spirit of Structural Risk Minimization 

[6], nested gene subsets are defined by the ranking 

algorithm, and it is possible to select best gene subset by 
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changing the parameter of n : the number of genes. In 

more detail, the parameter n  is varied to select top n  

ranking genes, generating m  incrementally nested gene 

subsets: 
1 2 ... mGS GS GS  . A genetic algorithm is 

further applied to search the optimal minimum gene 

subset from the given input space. 

 

3 Experimental Results 

 

3.1 DATA SET  

 

The performance of the SVM-RFE/GA model is 

validated on both binary and multi-category microarray 

gene expression datasets. Table 1 summarizes the number 

of classes, the number of genes, the number of samples 

and the reference in each dataset. 

 
TABLE 1 The two-class and multi-class gene expression datasets 

Dataset Platform 
No. of 

Classes 

No. of 

Genes 

No. of 

Samples 
Reference 

Prostate 
Affy 

U95Av2 
2 12600 102 [17] 

NCI60 
Affy 

Hu6800 
9 7129 60 [18] 

 

The prostate dataset is a two-class gene expression 

dataset, which contains 52 tumor and 50 normal of 

prostate cancer samples, and it can be obtained from 

(http://www.broadinstitute.org/cgi-

bin/cancer/datasets.cgi). The NCI60 dataset is a multi-

class gene expression dataset, which can be downloaded 

from (http://www.broadinstitute.org/mpr/NCI60/). The 

data set contains 60 samples in 9 tumor types, and the 

two samples of prostate cancer were excluded from this 

study, since two samples are not enough for the 

classification issue. 

 

3.2 EXPERIMENTAL PLATFORM 

 

The experiments were conducted on the WEKA [16] 

(http://www.cs.waikato.ac.nz/ml/weka/) platform. The 

SMO classifier was used to execute the classification 

task, and the polynomial kernel function (PolyKernel) 

was chosen. The penalty parameter C of the classifier was 

set to 100. The performance of the SMO classifier was 

evaluated based on 10-fold cross-validation. The 

parameters of GA were set as follows: crossover 

probability = 1, mutation probability = 0.02, maximum 

generations = 50, and population size = 30.  

Pre-processing procedure was performed on the 

experimental data: the housekeeping genes were 

removed, with 12,533 gene expression values remained 

in the prostate dataset and 7,071 gene expression values 

remained in the NCI60 dataset; The gene expression 

values were standardized to have a mean of 0 and a 

standard deviation of 1. 

 

3.3 EXPERIMENTAL RESULTS 

 

In the first stage, SVM-RFE algorithm generates ranked 

gene set, in which genes rank in descending order. 

Generally, a smaller subset of 50-100 genes is kept as 

informative genes in previous study [5]. Here a subset of 

top 100 ranking genes was retained. To test the 

performance of SVM-RFE algorithm, the number of 

genes was reduced from 100 to 1, and the gene with the 

lowest rank score was eliminated at each step. The 

performance of the classifiers was assessed using 10-fold 

cross-validation method. The classifier achieved 100% 

prediction accuracy with initial 100 genes in both 

datasets. As shown in Figure 1, in both datasets, the 

prediction accuracy maintains the highest accuracy when 

the gene number is reduced. In prostate and NCI60 

datasets, the classifiers obtained 100% accuracy with 

minimum number of 9 and 80 genes, respectively. It was 

observed that the two-class dataset could obtain 

satisfactory classification results with less number of 

genes than the multi-category dataset. In NCI60 dataset, 

the 10-fold cross-validation accuracy did not exceed 90% 

when the gene number was less than 36. However, in 

prostate dataset, the classifier obtained 100% accuracy 

with minimum number of 9 genes. 

To combine SVM-RFE with GA, a different number 

of top n  ranking genes were chosen from the SVM-RFE 

algorithms as the candidate gene set, where n  was set to 

10, 20, 30, 50. Since the genetic algorithm is a randomly 

search model, 5 trials were executed on each candidate 

gene set, and the results were then averaged.  

When Top-10 genes were searched from prostate 

cancer dataset (Table 2), the genetic algorithm was 

capable of finding smallest size of subset and achieves 

100% classification accuracy. The average subset size of 

5.4 genes is less than SVM-RFE method while it needs 9 

genes to obtain the same accuracy.  

When Top-50 genes were searched from NCI60 

cancer dataset (Table 3), the genetic algorithm was 

capable of achieving 100% classification accuracy. The 

average subset size of 28 genes is much less than SVM-

RFE method while it needs 80 genes to obtain the same 

accuracy. 
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FIGURE 1 The 10-fold cross-validation prediction accuracy in prostate and NCI60 datasets when the number of genes was reduce from 100 to 1 

 

It is observed that the choice of n  is a critical 

problem in GA. When n  is too small, the classifier is not 

able to obtain highest prediction accuracy. On the 

contrary, when n  is too large, GA is possible to be 

trapped into local optimization, resulting in a larger 

number of selected genes. 
 

TABLE 2 10-fold accuracy of the SVM-RFE/GA model on prostate 

cancer data set 

Top n genes Average accuracy (%) Average subset size 

10 100 5.4 
20 100 7.0 

30 100 8.0 

50 100 13.2 

 
TABLE 3 10-fold accuracy of the SVM-RFE/GA model on NCI60 

cancer data set 

Top n genes Average accuracy (%) Average subset size 

10 65.8 6 
20 84.6 13.8 

30 94.1 20 

50 100 28 

 

The gene subset which can achieve highest prediction 

accuracy with minimum number of genes is defined as 

the “minimum gene subset”. In prostate cancer dataset, a 

gene subset selected from Top-10 genes contains 

minimum number of genes (n=5) while achieving 100% 

prediction accuracy, and the 5 selected genes are shown 

in Table 4.  
 

TABLE 4 The selected genes of the minimum subset from prostate 

cancer dataset 

Probe Set ID Gene Symbol Gene Title 

32786_at JUNB jun B proto-oncogene 
40282_s_at CFD complement factor D (adipsin) 

41223_at COX5A cytochrome c oxidase subunit Va 

41504_s_at MAF 

v-maf musculoaponeurotic 

fibrosarcoma oncogene homolog 

(avian) 

863_g_at SERPINB5 
serpin peptidase inhibitor, clade B 

(ovalbumin), member 5 
 

In NCI60 cancer dataset, a gene subset selected from 

Top-50 genes contains minimum number of genes (n=26) 

while achieving 100% prediction accuracy, and the 26 

selected genes are shown in Table 5. 

The results of the SVM-RFE/GA model were 

compared with some other algorithms in two aspects: the 

prediction accuracy and number of selected genes. In 

prostate cancer dataset (Table 6), only the SVM-RFE/GA  

model and SVM-RFE algorithm can achieve 100% 

prediction accuracy, but SVM-RFE/GA algorithm selects 

less number of genes.  
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The performance of SVM-RFE/GA model is more 

prominent in NCI60 cancer dataset (Table 7), the SVM-

RFE/GA algorithm is capable of achieving 100% 

prediction accuracy, using much less number of genes 

(n=26) than SVM-RFE algorithm (n=80). 
 

TABLE 5 The selected genes of the minimum subset from NCI60 

cancer data set 

Probe Set ID 
Gene 

Symbol 
Gene Title 

AF005775_at CFLAR 
CASP8 and FADD-like apoptosis 

regulator 
AF006041_at DAXX death-domain associated protein 

D00017_at ANXA2 annexin A2 

D11327_s_at PTPN7 
protein tyrosine phosphatase, non-

receptor type 7 

D31888_at RCOR1 REST corepressor 1 
HG1869-

HT1904_at 
/ / 

HG2147-

HT2217_at 
/ / 

L38932_at BECN1 beclin 1, autophagy related 
L41349_at PLCB4 phospholipase C, beta 4 

M13929_s_at MYC 
v-myc myelocytomatosis viral 

oncogene homolog (avian) 

M37033_at CD53 CD53 molecule 

M59807_at IL32 interleukin 32 

M69181_at MYH10 
myosin, heavy chain 10, non-

muscle 

M90366_at ZP2 
zona pellucida glycoprotein 2 

(sperm receptor) 

M93036_at EPCAM epithelial cell adhesion molecule 
U14577_s_at MAP1A microtubule-associated protein 1A 

U49250_at TBR1 T-box, brain, 1 

U65785_at HYOU1 hypoxia up-regulated 1 
U95090_at PRODH2 proline dehydrogenase (oxidase) 2 

X03656_rna1_at CSF3 
colony stimulating factor 3 

(granulocyte) 

X12492_at NFIC 
nuclear factor I/C (CCAAT-

binding transcription factor) 

X52947_at GJA1 
gap junction protein, alpha 1, 

43kDa 
X75315_at RBM38 RNA binding motif protein 38 

X91247_at TXNRD1 thioredoxin reductase 1 

Y09305_at DYRK4 
dual-specificity tyrosine-(Y)-

phosphorylation regulated kinase 4 

Z18859_rna1_at GNAT2 
guanine nucleotide binding protein 

(G protein), alpha transducing 

activity polypeptide 2 

 
TABLE 6 Results comparison of the SVM-RFE/GA model with some 
other algorithms in prostate dataset 

Method 
Prediction 

accuracy (%) 

No. of 

Genes 
Reference 

SVM-RFE/GA 100 5 This study 
SVM-RFE 100 9 [6] 

SVM-RFE With MRMR 98.29 10 [11] 

TSP 95.10 2 [19] 
K-TSP 91.18 2 [19] 

 

TABLE 7 Results comparison of the SVM-RFE/GA model with some 

other algorithms in NCI60 dataset 

Method 
Prediction 

accuracy (%) 

No. of 

Genes 
Reference 

SVM-RFE/GA 100 26 This study 

SVM-RFE 100 80 [6] 
GA/SVM 87.93 27 [20] 

GA/MLHD 85.37 13 [21] 

 

4 Discussions 

 

Gene selection has been a key research issue in 

microarray data analysis. Gene selection method aims to 

eliminate noisy, irrelevant and redundant genes, which 

can not only reduce the computational burden of the 

classifier, but also improve the classification accuracy of 

the classifier. In another aspect, the selected informative 

gene set, which contains least amount of genes, is much 

easier to be validated in subsequent molecular biology 

experiments. 

As a type of embedded gene selection algorithm 

which is well coupled with support vector machine 

classifier, SVM-RFE achieves satisfactory results in the 

classification of microarray gene expression data. 

However, it ignores complementary relationship between 

genes. As a type of wrapper gene selection algorithm, GA 

selects genes nonlinearly by generating gene subsets 

randomly, which is efficient in detecting nonlinear 

relationships among genes. However, GA suffers 

instability in selecting genes and is prone to be trapped 

into local optimal solutions as the size of gene subset 

increases. In this study, a two-stage model is proposed to 

overcome these limitations. 

Gene selection method eliminates noisy, irrelevant 

and redundant genes, in order to obtain highest 

classification accuracy with smallest number of genes. 

The performance of the SVM-RFE/GA model is 

validated on a binary and a multi-category microarray 

gene expression datasets. The SVM-RFE/GA model is 

superior to those previous studies in two aspects: firstly, 

the SVM-RFE/GA model can obtain highest prediction 

accuracy, and secondly, the number of selected genes is 

much less than theirs. 

The selected genes in the minimum gene subsets are 

reported to be associated with cancer development. Out 

of the 5 selected genes from the prostate dataset (Table 

4), JUNB [22] and SERPINB5 [23] were reported to be 

associated with prostate cancer. JunB is an upstream 

regulator of p16 and plays a key role in prostate cancer 

development [22]. Evidence shows that overexpression of 

SERPINB5 correlates with decreased prostate cancer 

metastasis [23]. 

Among the 26 selected genes of the minimum gene 

subset from NCI60 dataset (Table 5), a fraction of genes 

are found to have direct associations with cancers. 

CFLAR plays a role in inhibiting both apoptotic and 

necroptotic cell death [24]. Death domain-associated 

protein DAXX promotes ovarian cancer cell proliferation 

and chemoresistance [25]. Up-regulation of ANXA2 is 

reported to be associated with poor prognosis in human 

non-small cell lung cancer [26]. Evidence shows that 

overexpression of Beclin 1 may inhibit cell growth in 

colorectal cancer [27]. MYC plays a role in cell cycle 

progression, apoptosis and cellular transformation [28]. 

IL32 is expressed in different types of cancer [29]. 

EPCAM is reportedly to be strongly expressed and 

associated with breast cancer progression and metastasis 
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[30]. TXNRD1 is shown to be associated with poor 

prognosis in breast cancer [31]. 

 

5 Conclusions 

 

In summary, this paper presents a model to combine GA 

with SVM-RFE, in order to enhance the performance of 

SVM-RFE. The performance of the SVM-RFE/GA 

model is validated on a binary and a multi-category 

microarray gene expression datasets. The SVM-RFE/GA 

model outperforms SVM-RFE algorithm, by taking 

advantage of both embedded and wrapper approaches. 

Compared with many previous gene selection algorithms, 

the SVM-RFE/GA model is capable of finding much 

smaller sized subsets of informative genes and achieving 

highest classification accuracy. Many selected genes by 

SVM-RFE/GA are reportedly associated with cancer, 

suggesting that SVM-RFE/GA model is an effective tool 

for molecular cancer classification and identification of 

cancer biomarkers using microarray data. 
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